
Adapting While Learning: Grounding 
LLMs for Scientific Problems with Intelligent 

Tool Usage Adaptation

Bohan Lyu1*, Yadi Cao2*, 
Duncan Watson-Parris2, Leon Bergen2, Taylor Berg-Kirkpatrick2, Rose Yu2

1Tsinghua University 2University of California, San Diego
*Equal Contribution



Background

Large Language Models (LLMs) demonstrate promising capabilities in solving simple scientific 
problem like [7]:

However, they often produce hallucinations for complex one like: 



Research Question: How to Align LLMs with the physical 
world for scientific problems?

Existing Approaches:
1. Fine-tune the LLM with data from human annotation and stronger 

models [1, 2]

2. Integrate LLMs with external tools [3]



Motivation

Fine-tune an LLM:

❌ Requires massive data
❌ Costly in scientific settings
❌ Prone to hallucination

✅ Efficient inference
✅ Ideal for simpler problems

Employ LLM as Agent:

❌ Costly emulation
❌ Over-reliance on provided tools
❌ Fail to internalize knowledge

✅ Reliable solutions by tools
✅ Suitable for complex problems

❓ Can we combine advantages from both approaches?



Our method: Adapting while Learning

Pipeline of Our Method: (a) World Knowledge Distillation, (b) Tool Usage Adaptation, (c) Model improvement visualization.



Our method: World Knowledge Distillation (Learning)
1. LLM generates the solution for a 

problem with tools:

2. Ground the LLM with:

3. For open-ended problems, we use 
tools to rank different answers and 
train LLMs with DPO.



Our method: World Knowledge Distillation (Learning)



Our method: Tool Usage Adaptation (Adapting)

1. Evaluates the LLMs on a dataset and 
partition the questions into two 
subsets: Deasy and Dhard.

2. Set different alignment  targets for Deasy 
and Dhard:

3. Train the model for both easy and hard 
problems with different targets:



Our method: Adapting while Learning

Knowledge acquired under one scenario (with 
or without available tools) does not readily 
transfer to another[4].

We propose a mixed loss that 
simultaneously considers both WKD 
and TUA objectives.



Experiment: Datasets Public Datasets: MATH[5], SciBench[6]

Our Custom-Created Datasets: Mujoco, PDE, Climate, Epidemiology



Experiment: Answer Accuracy

Win Rate on 
open-ended problems 

Resistance to 

Noise Data

Overall Evaluation



Experiment: Tool Usage Accuracy

Overall Evaluation

Problems of different 
difficulty levels on 
MATH dataset



Conclusion

We introduce a novel two-stage training paradigm that enables LLMs to adaptively solve 
real-world scientific problems of varying complexity.

We construct four additional datasets spanning various scientific domains, including 
both questions and solutions, to facilitate future research in this direction.

Experiments on both custom and public datasets demonstrate the effectiveness of our 
work, resulting in better answer accuracy and more intelligent tool use.
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